
Recall the NC for the unconstrained feature model:

• Intra-class variability collapse: Last-layer features 
of same class collapse into a singleton

• Maximal class separation: Class means form an ETF 

• Self duality: classifiers align with class means

NC for shallow ReLU with orthogonally separable data:

Thm [NC]. For !𝜽 ≔ lim!→# 𝜽/ 𝜽 , ∃!𝝓$ ∈ 𝕊%&', s.t.

1. (Intra-class directional collapse) 
𝜙(𝜽 𝒙* = 𝑠$𝒖$ , 𝒙$ 2 !𝝓$ , ∀𝑖	𝑖𝑛	𝑐𝑙𝑎𝑠𝑠	𝑘, ∀𝑘 ∈ [𝐾] 
Last-layer features collapse into 1-d subspaces

2. (Orthogonal class means) 
!𝝓$ ≥ 0, !𝝓$ , !𝝓$! = 0, ∀𝑘, 𝑘+ ∈ 𝐾 , 𝑘 ≠ 𝑘′ 
Class means form a non-negative orthogonal frame (when normalized)

3. (Projected self-duality) !𝑽 = 𝐾/(𝐾 − 1) 𝑰 − 𝟙𝟙!/𝐾 𝑠"!𝝓", … , 𝑠#!𝝓#
!

classifiers align with centered class means

Neural Collapse under Gradient Flow on Shallow ReLU Networks for Orthogonally Separable Data

INTRODUCTION
• Neural Collapse (NC) is a phenomenon where 

last-layer features and classifiers exhibit a 
highly structured, symmetric pattern
• Prior work on the theory of NC focuses on the 

unconstrained feature model: dynamics are 
simplified by treating all feature layers as one
• We prove the emergence of NC for ReLU nets:
• With input data, only directional collapse is 

achieved, instead of singleton collapse
• Gradient flow with small initialization 

provably converges to NC solution

EXPERIMENT ON MNIST DIGITS
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PROBLEM
• Orthogonally separable data from K classes:

𝒙* , 𝒙, > 0 if	 𝒚* = 𝒚, where	𝒙* ∈ ℝ-,
𝒙* , 𝒙, < 0 if	 𝒚* ≠ 𝒚, 𝒚* 	1−hot vector

• ReLU Network: 𝑓:ℝ-×𝚯 → ℝ. , 𝜽 = 𝑽,𝑾
𝑓 𝒙; 𝜽 = 𝑽𝜎 𝑾!𝒙 = ∑$%"& 𝒗$𝜎(⟨𝒘$ , 𝒙⟩) , 𝜎: ReLU

• Input weights: 𝒘,  ; Output weights: 𝒗,

• Neurons: 𝒘, , 𝒗, , 𝑗 = 1,… , ℎ > 𝐾

• Last-layer Feature: 𝜙𝜽 𝒙 = 𝜎 𝑾/𝒙

• Last-layer Classifier: 𝑽

• Cross-Entropy Loss: ℒ = ∑'%"( ℓ)*(𝒚' , 𝑓(𝒙'; 𝜽))

• Gradient flow (GF) with small initialization:

𝜽̇ = −∇𝜽ℒ, 𝜽(0) ≪ 1
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NEURAL COLLAPSE IN SHALLOW RELU NETWORKS

Initialization

Alignment
Phase

Asymptotic
Convergence

𝑡 increases

Thm [Alignment]. After some 𝑇∗, the ℎ neurons are split 
into 𝐾 groups: 𝒩$ , 𝑘 ∈ [𝐾] , s.t. ∀𝑡 ≥ 𝑇∗, ∀𝑘, ∀𝑗 ∈ 𝒩$ ,	

𝒘,(𝑡), 𝒙* g
> 0, 	 ∀𝑖	in	class	𝑘
≤ 0, 	 otherwise	

After 𝑻∗ time, neurons in 𝓝𝒌 classify data from class 𝒌 

Thm [Convergence]. 𝜽 → ∞; For !𝜽 ≔ lim!→# 𝜽/ 𝜽 , 
split by group: 𝑾$ ≔ !𝒘, ,∈𝒩"

, !𝑽$ ≔ !𝒗, ,∈𝒩"
, then 

∃𝑠$ > 0, 𝒈$ ∈ 𝕊 𝒩" &', s.t. 𝑾$ = 𝑠$𝒖$𝒈$/, !𝑽$ = 𝑠$ q𝒆$𝒈$/

Asymptotically, input weights align with max-margin 
directions, output weights align with ETF directions
(𝑠+ depends on max-margins 𝛾+ = max

𝒖∈𝕊!"#
min

'	01	23455	+
⟨𝒙' , 𝒖⟩)

• Max-margin directions:
𝒖$ = arg max

𝒖∈𝕊#$%
min

*	78	9:;<<	$
⟨𝒙* , 𝒖⟩

• Equitriangular Tight Frame (ETF) directions:
q𝒆', … , q𝒆. = 𝐾/(𝐾 − 1)	(𝑰 − 𝟙𝟙//𝐾)

CONVERGENCE OF GRADIENT FLOW
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(a) Digits Correlation
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(b) Neuron Weights Alignment
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(c) PCA of Input Data
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(d) PCA of Last-layer Feature
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Neuron Weights Alignment PCA of Input Data PCA of Last-layer Feature Training a shallow ReLU net for classifying digits 0, 1, 2
• Output weights align with ETF directions (determines 

neurons’ group) 
• Average input weight per group aligns with average digit 

image  
• PCA of raw data 𝑋 has appr. error of 61%
• PCA of collapsed features 𝜙𝜽(𝑋) has appr. error of 0.2% Full Paper


