
Early alignment

Early Neuron Alignment in Two-layer ReLU Networks with Small Initialization

INTRODUCTION
Key result: Two-layer ReLU nets solve binary classification 
problems by learning features that align with class centers.

Prior work: existing theories are either
• restrictive (# of data, width of network),
• asymptotic (assume infinitely small initialization), or
• heuristics/qualitative (no formal convergence result).

This work: A complete, quantitative, and non-asymptotic 
convergence analysis for two-layer ReLU networks without 
restrictions on size of data/network.

PROBLEM SETTING
Problem: Training two-layer ReLU network for binary 
classification on orthogonally separable data 
• Data with two classes: 
𝑥! , 𝑦! !"#$ : input 𝑥! ∈ ℝ%, label 𝑦! ∈ {+1,−1}

• Two-layer ReLU Network: 

𝑓 𝑥; 𝜃 = Σ&"#' 𝑣&ReLU(𝑤&
⟙𝑥), 𝜃 ≔ 𝑤& , 𝑣& &"#

'

• Classification Loss: 
ℒ 𝜃 = ∑!"#$ ℓ(𝑦! , 𝑓 𝑥!; 𝜃 ), ℓ is exp or logistic loss

• Gradient flow training: 𝜃̇ = −∇)ℒ 𝜃 , 𝜃 0 = 𝜃*
Assumptions:
• (critical) Small initialization: 𝜃 0 + = 𝒪(𝜖)	

• (technical) Balanced initialization: 𝑤&(0) +
, = 𝑣&,(0)

• (critical) 𝜇-orthogonally separable data (𝜇 > 0)

cos(𝑥! , 𝑥&) G
≥ 𝜇 , 𝑦! = 𝑦&
≤ 𝜇 , 𝑦! ≠ 𝑦&
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EARLY NEURON ALIGNMENT

• Images of two MNIST 
digits (centered by mean 
image) are approximately 
orthogonally separable

0 v.s. 0 0 v.s. 1

1 v.s. 1

• Starting from random initialization, all neurons 
align with either the positive (𝑥-) or negative class 
center (𝑥.)

• Label fitting: refer to our main paper

x: Positive data {𝑥!: 𝑦! = +1}
x: Negative data {𝑥!: 𝑦! = −1}
●: Neurons {𝑤&}

⎯: Neuron directions 
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Label-fitting phase

Initialization: Neurons have small 
norms, and random directions 

Alignment: Neuron directions
align with class centers

Alignment phase

Fitting: Neurons grow their 
norms to minimize loss

Theoretical Results
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With sufficiently small init. scale
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“Good alignment with data” 
requires at most 𝒪 234 $
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During fitting phase, loss 
converges at 𝒪 #

1
 rate

Weight matrix 𝑊 = [𝑤#, ⋯ , 𝑤']
asymptotically has rank at most 2

Phase transition Convergence rate Low-rank bias

Complete (from alignment to convergence), quantitative (bounds on scale, time, & rate), and non-asymptotic (finite init. scale) analysis of GF

Neuron angular dynamics
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7 𝑥8(𝑤&) , 𝑥8 𝑤& = [

!: :",/! <*
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Key dynamics in alignment phase

Challenges:
• Non-linear, non-smooth 

dynamics 
• Heavily depends on activation 

patterns sign 𝑥! , 𝑤&

Good news:
• Move-to-centroid (𝑥8 𝑤& ) interpretation

under fixed activation pattern
• Tracking “monotone” evolution of activation 

patterns under orthogonally separable data

Small initialization leads to two training phases. (1) Neurons align with class centers. (2) Neurons grow their norms to fit the labels.
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In this illustrative
example, 𝑦! = +1
𝑦", 𝑦# = −1  


