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Abstract
We propose a structure-preserving model-reduction methodology for large-scale dynamic networks
with tightly-connected components. First, the coherent groups are identified by a spectral clustering
algorithm on the graph Laplacian matrix that models the network feedback. Then, a reduced net-
work is built, where each node represents the aggregate dynamics of each coherent group, and the
reduced network captures the dynamic coupling between the groups. We provide an upper bound
on the approximation error when the network graph is randomly generated from a weight stochastic
block model. Finally, numerical experiments align with and validate our theoretical findings.
Keywords: Spectral Clustering; Network Systems; Model Reduction

1. Introduction

In networked dynamical systems, coherence refers to a coordinated behavior from a group of nodes
such that all nodes have similar dynamical responses to some external disturbances (Chow, 1982).
Coherence analysis is useful in understanding the collective behavior of large networks, including
consensus networks (Olfati-Saber and Murray, 2004), transportation networks (Bamieh et al., 2012),
and power networks (Ramaswamy et al., 1995). However, little do we know about the underlying
mechanism that causes such coherent behavior to emerge in various networks.

Classic slow coherence analyses (Chow, 1982; Ramaswamy et al., 1996; Romeres et al., 2013;
Tyuryukanov et al., 2021; Fritzsch and Jacquod, 2022) (with applications mostly to power networks)
usually consider the second-order electro-mechanical model without damping: ẍ = −M−1Lx,
where M is the diagonal matrix of machine inertias, and L is the Laplacian matrix whose elements
are synchronizing coefficients between pair of machines. The coherency or synchrony (Ramaswamy
et al., 1996) (a generalized notion of coherency) is identified by studying the first few slowest
eigenmodes (eigenvectors with small eigenvalues) of M−1L. The analysis can be carried over to
the case of uniform (Chow, 1982) and non-uniform (Romeres et al., 2013) damping. However, such
state-space-based analysis is limited to very specific node dynamics (second order) and does not
account for more complex dynamics or controllers that are usually present at a node level; e.g., in
the power systems literature (Jiang et al., 2021b,a; Ekomwenrenren et al., 2021). There is, therefore,
the need for coherence identification procedures that work for more general network systems.

Recently, it has been theoretically established that coherence naturally emerges when the con-
nectivity of a group of nodes is sufficiently large, regardless of the node dynamics, as long as
the interconnection remains stable (Min and Mallada, 2019; Min et al., 2021). The analysis also
provides an asymptotically (as the network connectivity increases) exact characterization of the co-
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herent response, which amounts to a harmonic sum of individual node transfer functions. Thus, in
a sense, coherence identification is closely related to the problem of finding tightly connected com-
ponents in the network, for which many clustering algorithms based on the spectral embedding of
graph adjacency or Laplacian matrices, exist and are theoretically justified (Bach and Jordan, 2004).
This leads to the natural question: Can these graph-based clustering algorithms be adopted for co-
herence identification in networked dynamical systems? Intuitively, when we apply those clustering
algorithms to identify tightly-connected components in the network, each component should be co-
herent also in the dynamical sense. Then, applying Min and Mallada (2019); Min et al. (2021) for
each cluster should lead to a good model for each coherent group, which, after interconnected with
an appropriately chosen reduced graph, should lead to a good network-reduced aggregate model of
the dynamic interactions across coherent components. Min and Mallada (2022a) formalizes such an
approach exclusively for networks with two coherent components.

In this paper, we extend the result in Min and Mallada (2022a) to networks with an arbitrary
number of coherent groups. Specifically, our structure-preserving approximation model for large-
scale networks is constructed in two stages: First, the coherent groups are identified by a spectral
clustering algorithm solely on the graph Laplacian matrix of the network; Then a reduced network,
in which each node represents the aggregate dynamics of one coherent group, approximates the
dynamical interactions between the coherent groups in the original network. More importantly, we
provide an upper bound on the approximation error when the network graph is randomly generated
from a weight stochastic block model, and the numerical results align with our theoretical findings.

Structure-preserving model reduction has been mostly studied for mechanical systems (Li and
Bai, 2006; Lall et al., 2003) using Krylov subspace projection, and has only recently been adopted
for network systems such as power networks (Safaee and Gugercin, 2021). However, Safaee and
Gugercin (2021) assumes second-order nodal dynamics, and the resulting model can not be inter-
preted as a network. Our approach exploits the natural multi-cluster structure of many network
systems, resulting in a reduced network that captures the interaction among the clusters.

The rest of the paper is organized as follows: We formalize the coherence identification problem
in Section 2 and also propose our reduction algorithm. Then we show in Section 3 the rationale
behind the algorithm and provide theoretical justification in Section 4. Lastly, we validate our
model by numerical experiments in Section 5.

Notation: For a real vector x, ∥x∥ =
√
xTx denotes the 2-norm of x, [x]i denotes its i-th entry,

and for a real matrix A, ∥A∥, ∥A∥F denotes the spectral norm, and the Frobenius norm, respectively.
For a Hermitian matrix A of size n, we let λi(A) denote its i-th smallest eigenvalue, and vi(A) the
associated unit-norm eigenvector. We let diag{xi}ni=1 denote a n×n diagonal matrix with diagonal
entries xi, In denote the identity matrix of order n, V T denote the transpose of matrix V , 1n denote
[1, · · · , 1]T with dimension n, and [n] denote the set {1, 2, · · · , n}. For non-negative random vari-
ables X(n), Y (n), we write X(n) ∼ Op(Y (n)) if ∃M > 0, s.t. limn→∞ P (X(n) ≤MY (n)) = 1.
We write X(n) ∼ Ωp(Y (n)) if ∃M > 0, s.t. limn→∞ P (X(n) ≥MY (n)) = 1.

2. Preliminaries

2.1. Network Model

We consider a similar network model to the one considered in Min et al. (2021); Min and Mallada
(2022a). The network consisting of n nodes (n ≥ 2), indexed by i ∈ [n] with the block diagram
structure in Fig.1. L is the Laplacian matrix of an undirected, weighted graph that describes the
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network interconnection. We further use f(s) to denote the transfer function representing the dy-
namics of the network coupling, and G(s) = diag{gi(s)}ni=1 to denote the nodal dynamics, with
gi(s), i ∈ [n], being an SISO transfer function representing the dynamics of node i.

G(s)

f(s)L

u y

−

Figure 1: Block Diagram of General Networked Dynamical Systems

The network takes a vector signal u = [u1, · · · , un]T as input, whose component ui is the
disturbance or input to node i. The network outputs a vector y = [y1, · · · , yn]T that contains the
individual node outputs yi, i = 1, · · · , n. We are interested in characterizing and approximating the
response of the transfer matrix Tyu(s) under certain assumptions on the network topology, i.e., the
Laplacian matrix L.

2.2. Network Coherence and Structure-preserving Model Reduction

Recent work (Min and Mallada, 2019; Min et al., 2021) has shown that, under mild assumptions,
the following holds1 for almost any s0 ∈ C,

lim
λ2(L)→∞

∥Tyu(s0)− ĝ(s0)11T ∥ = 0 , (1)

where

ĝ(s) =

(
n∑

i=1

g−1
i (s)

)−1

. (2)

That is, when the algebraic connectivity λ2(L) of the network is high, one can approximate Tyu(s)
by a rank-one transfer matrix. Such a rank-one transfer matrix ĝ(s0)11T precisely describes the
coherent behavior of the network: The network takes the aggregated input û = 1Tu =

∑n
i=1 ui, and

responds coherently as ŷ1, where ŷ = ĝ(s)û. Therefore, it suffices to study ĝ(s) to understand the
coherent behavior in a tightly-connected network. The aggregate dynamics ĝ(s) has been studied
for tightly-connected power networks (Min et al., 2021), and Jiang et al. (2021a); Häberle et al.
(2022) proposed a control design that leads to desirable response for the entire network by shaping
the response of ĝ(s).

However, practical networks are not necessarily tightly-connected. Instead, they often contain
multiple groups of nodes such that within each group, the nodes are tightly-connected while between
groups, the nodes are weakly-connected. Then the network dynamics can be reduced to dynamic
interactions among these groups. To approximate such interaction, it is natural first to identify
coherent groups, or coherent clusters, in the network, then apply the aforementioned analysis to
obtain the coherent dynamics ĝ(s) for each group, and replace the entire coherent group by an

1. In Min et al. (2021), the transfer matrix 1
n
ḡ(s)11T appeared in the limit, where ḡ(s) =

(
1
n

∑n
i=1 g

−1
i (s)

)−1. It is
easy to verify that 1

n
ḡ(s)11T = ĝ(s0)11T
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aggregate node with ĝ(s). Lastly, one needs to find a reduced network of the same size as the number
of coherent groups, which characterize the interaction among these groups. The aggregate dynamics
and the reduced network allow us to build a network model with exactly the same structure as the
one in Figure 1 but with a much smaller size, for which we refer to such an approach as structure-
preserving model reduction and call the resulting reduction model structure-preserving. Figure 2
shows our proposed reduced model in the case of three coherent groups, for which the algorithm
details are explained later.

In the case of two coherent groups, Min et al. (2021) proposed an algorithm that first uses
a simple spectral clustering algorithm to identify the two coherent groups, then shows that the
weight of the reduced network (a two-node graph with a single edge) is determined by the algebraic
connectivity of the original Laplacian matrix λ2(L) and the size of each group. However, such an
approach does not work for networks with more than two coherent groups.

2.3. Our Algorithm

In this paper, we propose a structure-preserving model reduction algorithm for networks with an
arbitrary number of groups.

Algorithm 1 Structure-Preserving Network Reduction via Spectral Clustering
Data: Network Model (G(s) = diag{gi(s)}ni=1, L, f(s)); Number of clusters k
Do:

1. ({Ii}ki=1, Vk,Λk)← SpectralClustering(L); // Spectral clustering

Construct P{Ii}ki=1
as in (5);

2. ĝi(s)←
(∑

j∈Ii g
−1
j (s)

)−1
, i = 1, · · · , k; // Aggregation

Ĝ(s) = diag{ĝi(s)}ki=1;

3. S ←(Solution to (8));

Lk = (S−1)TΛkS
−1; // Construct reduced network

Result: T̂k(s)← P{Ii}ki=1
(Ik + Ĝk(s)Lkf(s))

−1Ĝk(s)P
T
{Ii}ki=1

This algorithm, whose rationale will be explained in detail in Section 3, follows the same pro-
cedure as we discussed in the previous section: Firstly, we utilize some spectral clustering algo-
rithm to obtain a k-way partition {Ii}ni=1 of [n] that encodes the clustering results. Notice that
here any spectral clustering algorithm works. For subsequent steps, we also need to keep the
first k smallest eigenvalues of L (in Λk = diag{λi(L)}ki=1) and their associated eigenvectors (in
Vk =

[
v1(L) v2(L) · · · vk(L)

]
). Then the nodes in the same group Ii are aggregated into ĝi(s).

Lastly, the Laplacian matrix of the reduced network is constructed after solving an optimization
problem (8) that can be viewed as a refinement process on the Laplacian spectral embedding Vk.
This algorithm will return a transfer matrix T̂k(s) as an approximation model of the original transfer
matrix Tyu(s). The algorithm is illustrated in Figure 2.

In the rest of the paper, we first discuss how our algorithm is constructed based on the aforemen-
tioned coherence analysis (Min et al., 2021) in Section 3, then show that our proposed approxima-
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Figure 2: Functional illustration of Algorithm 1.

tion model is asymptotically accurate in a random graph setting where the network graph is sampled
from a weighted stochastic block model (Ahn et al., 2018) by showing an approximation error bound
between the network Tyu(s) and the proposed reduced model T̂k(s) (in Section 4). Lastly, we verify
our theoretical findings through a numerical simulation in Section 5.

3. Structure-Preserving Network Reduction via Spectral Clustering

Our algorithm roots in the recent analysis (Min et al., 2021; Min and Mallada, 2022a) showing that
the network transfer matrix Tyu(s) is approximately low rank for networks with Laplacian matri-
ces satisfying some spectral property. Such a low-rank approximation is generally not structure-
preserving, for which we use its closest structure-preserving approximation, obtained by spectral
clustering on graph Laplacian L and a refinement process on its eigenvectors Vk, as our final reduc-
tion model for the original Tyu(s).

3.1. Low-rank Approximation of Network Transfer Matrix

Given the network Laplacian L and its first k smallest eigenvalues (in a diagonal matrix) Λk =
diag{λi(L)}ki=1 and the associated eigenvectors Vk =

[
v1(L) v2(L) · · · vk(L)

]
(we also refer it

as Laplacian spectral embedding), we define the following rank-k transfer matrix

Tk(s) = Vk(V
T
k G−1(s)Vk + f(s)Λk)

−1V T
k , (3)

and we have the following result:

Theorem 1 For s0 ∈ C that is not a pole of f(s) and has these two quantities

∥Tk(s0)∥ := M1, and max
1≤i≤n

|g−1
i (s0)| := M2 ,
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finite. Then whenever |f(s0)|λk+1(L) > M2 +M1M
2
2 , the following inequality holds:

∥Tyu(s0)− Tk(s0)∥ ≤
(M1M2 + 1)2

|f(s0)|λk+1(L)−M2 −M1M2
2

. (4)

We refer the readers to Min and Mallada (2022b) for the proof. Previous work presented similar
approximation results for the case k = 1 (Min et al., 2021) and k = 2 (Min and Mallada, 2022a).
Theorem 1 shows that in the large λk+1(L) regime, one can somewhat approximate the original
transfer matrix Tyu(s) by a low-rank one Tk(s), but the approximation result in (4) is weaker than
that the two transfer matrices Tyu(s) and Tk(s) are close in the H∞ sense. It heavily depends on
the choice of s0, the frequency of interest, as we should not expect Tyu(s) and Tk(s) to behave
similarly under input of any frequency. For the case of k = 1, Min et al. (2021) have shown that if
sups∈(−jη,+jη) ∥Tyu(s)− Tk(s)∥ is small for some η > 0, then one can show, provided that Tyu(s)
and Tk(s) are stable, the time domain responses of the two transfer matrices under low-frequency
inputs (characterized by η) are close to each other.

Following such observation, we consider any T̂k(s) with sups∈(−jη,+jη) ∥Tyu(s)−T̂k(s)∥ being
small for some η > 0 as a good approximation for the original network. Applying (4) uniformly
over {s : s ∈ (−jη,+jη)}, one can show that Tk(s) is such a good approximation when λk+1(L)
is large. However, Tk(s) is, in general, not structure-preserving, and thus may not be interpreted as
a reduced network of aggregate nodes. Therefore, we need to find a structure-preserving T̂k(s) that
is close to Tk(s).

3.2. Structured Low-rank Approximation via Spectral Embedding Refinement

We first discuss the case when Tk(s) is structure-preserving. We show that a special property on the
Laplacian spectral embedding Vk suffices. For some I ⊆ [n], we let 1I be an n× 1 vector such that

[1I ]i =

{
1, i ∈ I
0, i /∈ I

.

Definition 2 A Laplacian matrix L is said to be k-block-ideal with respect to a k-way partition
{I1, · · · , Ik} of [n], if there exists some invertible matrix S ∈ Rk×k such that

Vk :=
[
v1(L) v2(L) · · · vk(L)

]
=
[
1I1 1I2 · · · 1Ik

]
S .

We also say Vk is k-block-ideal in this case.

A k-block-ideal spectral embedding Vk, together with Λk containing the bottom k eigenvalues of L,
would immediately lead to a reduced network: the k coherent groups are determined by the k-way
partition {Ii}ki=1, and the invertible matrix S, combined with Λk, characterize the interconnection
in the reduced network, as show in the following theorem:

Theorem 3 Given a k-block-ideal Laplacian L associated with a partition {I1, · · · , Ik} and an
invertible matrix S, and we define

P{Ii}ki=1
:=
[
1I1 1I2 · · · 1Ik

]
, (5)

then
Tk(s) = P{Ii}ki=1

(Ik + Ĝk(s)Lkf(s))
−1Ĝk(s)P

T
{Ii}ki=1

, (6)

where Ĝ(s) = diag{ĝi(s)}ki=1 , ĝi(s) =
(∑

j∈Ii g
−1
j (s)

)−1
and Lk = (S−1)TΛkS

−1.
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We refer the readers to Min and Mallada (2022b) for the proof. Theorem 3 shows that under k-
block-ideal Vk, the dynamical behavior of Tk is structure-preserving since it is fully characterized
by a reduced network with k nodes, with nodal dynamics Ĝ(s) and network coupling Lk. Each node
ĝi(s) represents the aggregate dynamics for nodes in Ii. Any input u to Tk(s) is aggregated into[
û1 · · · ûk

]T
= P T

{Ii}ki=1
u as the input to the reduced network. Then the output

[
ŷ1 · · · ŷk

]T
is “broadcast” to the original nodes via P{Ii}ki=1

such that every node in the same Ii has the same
response.

Notice that such structure-preserving property only depends on the Laplacian spectral embed-
ding Vk. For Vk that is not k-block-ideal, we should be able to find a V̂k close to Vk and is k-block-
ideal. This gives rise to the following optimization problem:

min
S,{Ii}ki=1

∥Vk − P{Ii}ki=1
S∥2F , s.t. Se1 = 1k/

√
n, STdiag{|Ii|}ki=1S = Ik . (7)

The resulting V̂k = P{Ii}ki=1
S is a refinement of Vk that is k-ideal, and the constraints in (7) ensures

that the first column of V̂k is 1n/
√
n and that V̂ T

k V̂k = Ik. Now

T̂k(s) = V̂k(V̂
T
k G−1(s)V̂k + f(s)Λk)

−1V̂ T
k

is structure-preserving by Theorem 3. In the optimization problem (7), the need for identifying
coherent groups is implicitly suggested by the fact that we are optimizing over all possible k-way
partitions of n, and the reduced network interconnection is constructed by jointly optimizing over
invertible S.

Generally, (7) is hard to solve. Notice, however, that given a fixed partition {Ii}ki=1, one can
find a closed-form solution (We refer the readers to Min and Mallada (2022b) for the details) to the
following optimization problem

min
S
∥Vk − P{Ii}ki=1

S∥2F , s.t. Se1 = 1k/
√
n, STdiag{|Ii|}ki=1S = Ik . (8)

This suggests that a computationally efficient way to find a sub-optimal solution to (7): First, we use
any spectral clustering algorithm to find a good partition/clustering {Ii}ki=1, then refine the spectral
embedding Vk by optimizing (8) with the obtained partition, resulting in our Algorithm 1.

4. Performance Analysis

In this section, we provide an error bound on sups∈(−jη,jη) ∥Tyu(s) − T̂k(s)∥ for our proposed
approximation model T̂k(s) from Algorithm 1. As we discussed in Section 3.1, such error measure
is related to how close the time-domain response of T̂k(s) is to the one of Tyu(s) when subjected to
low-frequency inputs. We consider a Laplacian sampled from a stochastic weighted block model.

4.1. Weighted Stochastic Block Model

We first discuss how we sample our Laplacian matrix from a weighted stochastic block model
({Ii}ki=1, Q,W ). Here, {Ii}ki=1 is a k-way partition of [n], Q ∈ [0, 1]k×k, and W ∈ Rk×k

≥0 , where
Qij = Qji,Wij = Wji. We let (j) denote the block membership of node j: when j ∈ Ii, then
(j) = i. The adjacency matrix A is sampled as follows:

Aij =

{
W(i),(j), with probability Q(i),(j)

0, with probability 1−Q(i),(j)

, i ≥ j, Aij = Aji, i < j . (9)
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That is, each (undirected) edge i, j appears independently with probability Q(i),(j) that is determined
by the block membership of node i, j, and has weight W(i),(j) if it appears. Then we have the
Laplacian matrix L:

L = DA −A, DA = diag{A1} . (10)

4.2. Approximation Error Bound

Given the network model (G(s), L, f(s)) with L sampled from a weighted stochastic block model
({Ii}ki=1, Q,W ), we show that under certain assumptions, the error sups∈(−jη,jη) ∥Tyu(s)− T̂k(s)∥
is small with high probability when the network size is sufficiently large. We start by stating our
assumptions.

Assumption 1 For our network model (G(s), L, f(s)) with L sampled from a weighted stochastic
block model ({Ii}ki=1, Q,W ), we assume the following:

1. All gi(s), f(s) are rational. Moreover, node dynamics are output strictly passive: There exists
γ > 0, such that for i = 1, · · · , n, Re(gi(s)) ≥ 1

γ |gi(s)|
2, ∀Re(s) > 0 , and network coupling

f(s) is positive real: Re(f(s)) > 0,∀Re(s) > 0, and Im(f(s)) = 0,∀Re(s) = 0

2. The node dynamics satisfies that for any η > 0, there exists M(η) such that for i = 1, · · · , n

sup
s∈(−jη,+jη)

|g−1
i (s)| ≤M(η) . (11)

The network coupling f(s) satisfies that Fl(η) := infs∈(−jη,+jη) |f(s)| is positive for all η > 0.

3. The blocks are approximately balanced:
nmax

nmin
≤ ρ , (12)

for some ρ ≥ 1, where nmax := max1≤i≤k |Ii| and nmin := min1≤i≤k |Ii|,

4. The network has a stronger intra-block connection than the inter-block one:

min
i

Bii − 2ρmax
i

∑
j ̸=i

Bij ≥ ∆ , (13)

for some ∆ > 0, where B = Q⊙W . (⊙ is the Hadamard product)

The first assumption ensures the network Tyu(s) and our approximation model T̂k(s) are stable.
The second assumption ensures that our low-rank approximation Tk(s) in Theorem 1 is valid on the
interval of our interest (−jη,+jη). The third assumption ensures our problem is non-degenerate:
if the size of one block is too small, the network effectively has k − 1 clusters. Such an assumption
is standard in analyzing the consistency of spectral clustering algorithms on stochastic block mod-
els (Lyzinski et al., 2014; Ahn et al., 2018). Lastly, since we are interested in networks containing
multiple groups of nodes such that within each group, the nodes are tightly-connected while be-
tween groups, the nodes are weakly-connected, the fourth assumption formally characterizes such
a property.

In our algorithm, a spectral clustering algorithm is used to find a partition {Ii}ki=1 that is used
for aggregating node dynamics and constructing the reduced network. Ideally, we want some con-
sistency property on the obtained partition.

8
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Assumption 2 Given L sampled from a weighted stochastic block model ({Ii}ki=1, Q,W ) satisfy-
ing Assumption 1, we have an asymptotically consistent spectral clustering algorithm in Algorithm
1: For any δ > 0, there exists Ñ(δ) such that for network with size n > Ñ(δ), the spectral cluster-
ing algorithm on L returns the true {Ii}ki=1 partition with probability at least 1− δ.

Formally justifying this assumption for some spectral clustering algorithms is an interesting future
research topic. Nonetheless, such a consistency result has been studied for spectral clustering al-
gorithms on the adjacency matrix from the stochastic block model (Lyzinski et al., 2014) and the
weighted stochastic block model (Ahn et al., 2018).

With these assumptions, we have the following theorem regarding the error bound.

Theorem 4 Consider the network model (G(s), L, f(s)) with L sampled from a weighted stochas-
tic block model ({Ii}ki=1, Q,W ). If Assumption 1 and Assumption 2 hold, then Algorithm 1 returns
a T̂k(s) such that

1. ∥Tyu(s)∥H∞ ≤ γ, ∥T̂k(s)∥H∞ ≤ γ;

2. For any η > 0, 0 < δ < 1 and ϵ > 0, there exists an N(δ, ϵ, Ñ(δ/2), γ,M(η), Fl(η), ρ,Q,W )
such that for network with size n ≥ N , with probability at least 1− δ, we have

sup
s∈(−jη,+jη)

∥Tyu(s)− T̂k(s)∥ ≤ ϵ . (14)

Proof [Proof Sketch] For the stability of Tyu(s) and T̂k(s), the proof is similar to the one in Min
et al. (2021) and uses the assumption gi(s) are output strictly passive and f(s) is positive real. The
error bound relies on that the sampled Laplacian matrix L is close to one that is easy to analyze:
Let Ablk be the expected value of the adjacency matrix A from the block model, and we can con-
struct a Laplacian matrix Lblk = DAblk − Ablk, DAblk = diag{Ablk1}. Lblk has (by (12)(13) in
Assumption 1) all the desired properties: 1) λk+1(Lblk) grows linearly in network size n; 2) Lblk is
k-block-ideal. Min and Mallada (2022a) has shown that under the weighted stochastic block model,
∥L − Lblk∥ ∼ Op(

√
n log n), which is sufficient to show that 1) λk+1(L) ∼ Ωp(n) by Weyl’s

inequality (Horn and Johnson, 2012); 2) L is approximately k-block-ideal by Davis-Khan theo-
rem (Yu et al., 2014). The former shows that the error between Tyu(s) and Tk(s) is small w.h.p. by
Theorem 1 and the latter ensures the error between Tk(s) and T̂k(s) is small w.h.p. We refer the
readers to Min and Mallada (2022b) for the full proof.

Theorem 4 shows that our algorithms perform well for large networks with multiple coherent clus-
ters, it also implies that the collective dynamic behavior of such networks can be modeled as a
structured reduced network. This suggests a new avenue for data-driven system identification for
such networks where only the reduced network model is learned from the data collected from the
network.

5. Numerical Experiments

The frequency response of synchronous generator (including grid-forming inverters) networks, lin-
earized at its equilibrium point (Zhao et al., 2013), can be modeled exactly as the network model
in Fig 1 with f(s) = 1

s and second order node dynamics gi(s). We validate our algorithm with a
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synthetic test case, where the coefficients of generator dynamics are randomly sampled. The net-
work adjacency matrix A is sampled from our weighted stochastic block model ({Ii}ki=1, Q,W )
with k = 3, and|I1| 0 0

0 |I2| 0
0 0 |I3|

 =

20 0 0
0 40 0
0 0 20

 , Q =

0.8 0.1 0.1
0.1 0.8 0.1
0.1 0.1 0.8

 ,W =

20 0.4 0.8
0.4 20 0.7
0.8 0.7 20

 . (15)

We use the spectral clustering algorithm proposed in Bach and Jordan (2004). Since the network
size is not sufficiently large for the algorithm to return a true partition with high probability, when
we run the experiments with multiple random seeds, we see a small fraction of the runs in which
the algorithm fails to cover the true partition. For the case when the spectral clustering algorithm
succeeds, we inject a step disturbance u2(t) = χ(t) at the second node of the network and plot
the step response of Tyu(s) in Fig 3, along with the response ŷ of our approximate model T̂3(s)
from Algorithm 1. There is a clear difference between the dynamical response of generators from
different groups, and the aggregate responses ŷ capture such difference while providing a good
approximation to the actual node responses. Due to space constraints, we only present the result
of running Algorithm 1 on one instance of the randomly generated networks, but the results are
consistent across multiple runs as long as the spectral clustering succeeds.

Figure 3: Left most plot shows the step response of Tyu(s) (solid lines) and T̂k(s) (dashed lines)
from algorithm 1. The three plots on the right show the response for each identified group
Ii. The node injected with step disturbance is in the group 2.

6. Conclusion

In this paper, we propose a structure-preserving model-reduction methodology for large-scale dy-
namic networks based on a recent frequency-domain characterization of coherent dynamics in net-
worked systems. Our analysis shows that networks with multiple coherent groups can be well
approximated by a reduced network of the same size as the number of coherent groups, and we
provide an upper bound on the approximation error when the network graph is randomly generated
from a weight stochastic block model. We believe our proposed model can be applied to power
networks for studying the inter-area oscillation in the frequency response and allows new control
designs based on the reduced network.
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